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1. Introduction 
The design of the performance trial described in the CEN Workshop Agreement on 
Test and Evaluation of Demining Machines (CWA 15044) as well as the calculation 
of the resulting mechanical demining machine performances uses common statistical 
principles and methods. 
 
This document highlights the statistical principles and methods used in the CWA 
15044 context and further lists links to references which can give more exhaustive 
information. The general statistical procedures are described step by step in the main 
body of the text and then converted to the CWA 15044 application in the 
corresponding text boxes. 

2. Statistical Principles 

2.1. Terminology and definitions 
 
Statistics is a field in mathematics concerned with methods and procedures for 
collecting, presenting and summarising data (descriptive statistics) as well as to draw 
inferences or make predictions (inferential statistics). Typically, in inferential 
statistics, sample data are employed to draw inferences about one or more populations 
from which the samples have been derived. Whereas a population consists of the sum 
total of subjects/objects that share something in common with each other, a sample is 
a set of subjects/objects which have been derived from a population [1]. The basic 
objectives of statistics are 1) the estimation of population parameters (values that 
characterise a particular population) and 2) the testing of hypotheses about these 
parameters [2]. 
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When the mine neutralisation capability of a mechanical demining machine is 
assessed in a CWA 15044 performance trial we are determining how a population of 
Anti-Personnel (AP) mines will likely be handled (neutralised or not) by the machine. 
The main aim of the test is to estimate the AP mine clearance capability of the 
machine as the percentage of neutralised AP mines in a test lane (sample).  The test 
set-up prescribed by the CWA 15044 test guidelines further allows for the testing of a 
series of hypotheses about the machine’s AP mine clearance capability. The following 
hypotheses could for instance be tested: 
- is the machine’s clearance capability equal in all three soil types?   
- is the machine’s clearance capability in sandy soil equal for the three mine burial 

depths? 
- is the clearance capability in topsoil of two different machines equal for flush 

buried mines?  
- etc. 

 
For a sample to be useful in drawing inferences about the larger population from 
which it was drawn, it must be representative of the population. The ideal sample to 
employ is a random sample. A random sample must adhere to the following criteria: 
- each subject/object in the population has an equal likelihood of being selected as a 

member of the sample, 
- the selection of each subject/object is independent of the selection of all other 

subjects/objects, and  
- for a specified sample size, every possible sample that can be derived from the 

population has an equal likelihood of occurring [1]. 
 

 
If the CWA 15044 test lane set-up specifications are followed, i.e. test targets1 are 
buried in the test lanes at randomly located positions, then each test lane represents a 
random sample of the mine population under consideration. The latter population 
could for instance be AP mines buried at 10 cm depth in gravel. 
Note that a position scheme devised by an operator burying test targets is not 
considered random. To allocate test targets randomly, a random number generator can 
be used such as the RAND ()  in Microsoft ExCel or a freely available random 
number generator on the web (see for example [31] and [32]) 
 
 
A statistic refers to a characteristic of a sample, i.e. it is a number which may be 
computed from the data observed in a random sample.  A parameter, on the other 
hand, refers to a characteristic of a population, i.e. it is a number describing a 
population [1] [6]. A critical aspect of statistics is the estimation of parameters with 
statistics. Statistics, derived from samples, are used as estimators of the 
corresponding population parameters [3].  
 

                                                 
1 The test targets used are representative of the generic class of AP mines or a specific class of AP 
mines depending on the objectives of the trial 
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The statistic determined in the CWA 15044 is the number of neutralised AP mine test 
targets, expressed as a percentage of the total number of AP mine test targets buried in 
the test lane. This statistic is then used as an estimate of the machine’s capability to 
neutralise AP mines for the conditions represented by the test lane conditions. 
 

The sampling distribution is the distribution2 of the statistic calculated from a 
sample. If a person repeatedly took samples of size n from the population and 
computed a particular statistic for that sample each time, the resulting distribution of 
all the values obtained for the statistic is called the sampling distribution of that 
statistic. Every statistic has a sampling distribution [3]. 

 

Suppose a demining machine is run over a test lane with 50 test targets buried at 10 
cm depth in sand (sample size n=50) and the percentage of neutralized targets is 
determined. Next, the machine is run again over a test lane with the same 
characteristics, i.e. 50 test targets buried at 10 cm depth in sand (sample size n=50) 
and the percentage of neutralized targets is determined again. The second percentage 
obtained will not necessarily be the same as the first percentage. Hence, when the test 
is repeated an infinite number of times, an infinite number of neutralization 
percentages would be obtained. The distribution of this infinite number of 
neutralization percentages is called the sampling distribution of the mine 
neutralization percentage. 

 

Keeping the sampling distribution in mind, it should be realized that while the statistic 
obtained from one’s sample is probably near the center of the sampling distribution 
(because most of the samples would be there) one could have gotten one of the 
extreme samples just by the luck of the draw. If one took the average of the sampling 
distribution -- the average of an infinite number of samples -- one would be much 
closer to the true population average -- the parameter of interest. So the average of the 
sampling distribution is essentially equivalent to the population parameter [5]. The 
range of statistics that can be obtained for the estimate of the population parameter 
through sampling is referred to as the sampling error. Sampling error gives some 
idea of the precision of the statistical estimate. A low sampling error means that there 
is relatively less variability or range in the sampling distribution and that it is 
therefore more likely that the obtained estimate is close to the real population value of 
interest.  

                                                 
2 Definition and examples of distributions can be found at [33] and [34] 
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In the CWA 15044 case a test is run only once for a particular condition (for instance 
test targets at 10 cm depth in sand). Hence, we need to be aware that although the  
neutralization percentage we obtain is most likely near the center of the sampling 
distribution, i.e. close to the parameter we are looking for (the real neutralization 
percentage of the machine for the given conditions), we could have obtained an 
extreme value of the sampling distribution and hence we could be relatively far of the 
parameter we are looking for. It is therefore important to know the sampling error in 
order to assess how likely our estimate is close to the real neutralization percentage. 

 

 
In practice, the sampling error is indicated by a confidence interval calculated using 
the standard deviation of the sampling distribution3. The standard deviation is the 
most commonly used measure of distribution spread. The confidence interval provides 
a range of values which is likely to contain the population parameter of interest.  
 
Confidence intervals are constructed at a confidence level selected by the user. The 
confidence level tells one how sure one can be that the population parameter lies 
within the range of values given by the confidence interval around the estimate. The 
confidence level is expressed as a percentage. The 95% confidence level means one 
can be 95% certain; the 99% confidence level means one can be 99% certain. Most 
researchers use the 95% confidence level. A 95% confidence level means that if the 
same population is sampled on numerous occasions and confidence interval estimates 
are made on each occasion, the resulting intervals would bracket the true population 
parameter in approximately 95% of the cases. The higher the confidence level one is 
willing to accept, the more certain you can be that the true population parameter lies 
within the range given by the confidence interval [8] [9].  
 
In order to calculate the sampling error and confidence interval for an estimate the 
sampling distribution should be known. For the CWA 15044 application, the sampling 
distribution follows the binomial distribution (see text box). The binomial 
distribution describes the behaviour of a count variable X if the following conditions 
apply:  
- the number of observations n is fixed, 
- each observation is independent,  
- each observation represents one of two outcomes ("success" or "failure"), and 
- the “probability of success" p is the same for each outcome.  
If these conditions are met, then the count variable X follows a binomial distribution 
with parameters n and p. The binomial distribution indicates the probability of 
obtaining X successful counts when sampling n objects/subjects in a population with a 
theoretical success rate p [7] [10]. 

 
                                                 
3 More information on the standard deviation of a distribution and formulas to calculate the standard 
deviation can, amongst other, be found at [35] 
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The observations in the CWA 15044 performance test are count values, i.e. we count 
the number of neutralised targets. The number of observations n has been fixed to 50 
(50 mine targets in a test lane) and each observation can only have two outcomes: 
mine target neutralised (success) or not neutralised – life (failure). The probability of 
success p is the real neutralisation capacity of the machine for the specific conditions 
represented by the test lane (soil type, mine burial depth) and hence is a fixed value. 
The neutralisation of any AP mine test target in the test lane is independent of the 
neutralisation of the other AP mine test targets. In summary, the number of AP mine 
test targets neutralised in the test lane follows a binomial distribution.  
 

 
 

 
Figure 1 depicts an example of a binomial distribution for a test lane with 20 test 
targets (n=20) and a machine with a theoretical AP mine clearance capacity of 80% 
(p=0.8). The graph shows that if we run the defined machine on a test lane with 20 
test targets, we are most likely to obtain a clearance result of 16 out of 20 mines (21.8 
% of the tests), i.e. the real clearance capacity of the machine, but there is also a 
relatively high probability we obtain 14 out of 20 mines (10.9 % of the tests) or 18 out 
of 20 mines (13.7 % of the tests). We can even find results indicating a machine 
clearance capacity of 10 out of 20 mines (0.2 % of the tests) or 20 out of 20 mines 
(1.2% of the tests).  
 

          
0  1  2  3  4  5  6 7 8 9 10 11 12 13 14 15 16  17  18  19  20

0.2182
— 
 

Number of mines neutralised out of 20 for a machine with a 
theoretical clearance capacity of 80% (p=0.80)  

Figure 1: binomial distribution for n= 20 and p= 0.8 

 
Note that according to statistical theory the sampling distribution of a count variable is 
only well-described by the binomial distribution in cases where the population size is 
significantly larger than the sample size. As a general rule, the binomial distribution 
should not be applied to observations from a random sample unless the population 
size is at least 10 times larger than the sample size [7].  

The binomial distribution is a mathematical function with two variables n and p. 
Probabilities from a binomial distribution can be calculate directly using the 
appropriate formula (available at [7]). However, these calculations involve a lot of 



 

 
International Test and Evaluation 

Program 
for Humanitarian Demining 

 
Page 7 

Drafted by F.Borry, ITEP Secretariat 
First version, 21/01/2010 

computation and faster methods are available, such as treading the values from a table 
(available at [36]), using a binomial distribution calculator available on the web 
(example at [10]) or using a spreadsheet which contains the statistical function 
(example: Microsoft ExCel – BINOMDIST). 

 

2.2. Calculation of confidence interval 
 
The confidence interval of a binomially distributed statistic can be calculated using 
different methods (formulas), each resulting in slightly different interval estimates for 
the same level of confidence. The most commonly used/cited are the Normal 
Approximation Method, the Wald Method, the Adjusted Wald Method, the Clopper-
Pearson or Exact Method, and the Score Interval (Wilson) Method. Corresponding 
confidence interval formulas as well as the advantages and disadvantages of the cited 
methods are highlighted in [11] and [12]. Confidence intervals are easily calculated 
using open source calculators such as the ones at [13] and [14]. 
 
Important factors determining the confidence interval width are 
- The sample size. The larger the sample size the more sure you can be that the 

sample statistic reflects the true population parameter. This indicates that for a 
given confidence level, the larger your sample size, the smaller your confidence 
interval. However, the relationship is not linear (i.e., doubling the sample size 
does not halve the confidence interval). 

- The proportion/percentage indicated by the sample. For instance, if 99% of the 
test targets are neutralised and 1% is left life then the chances of error are smaller 
than for the case of 51% neutralised and 49% life, irrespective of sample size. It is 
easier to be sure of extreme results than of middle-of-the-road ones. 

 
 

 
Figure 2 illustrates the above factors for the CWA 15044 case. The larger the sample 
(number of test targets in the test lane) and/or the higher the estimated neutralisation 
percentage the smaller the confidence interval around the estimate and hence the more 
reliable the estimate is. Confidence intervals were calculated using the Clopper-
Pearson or Exact Method (For calculation details see 
http://www.itep.ws/pdf/CWA15044/BinaryConfidenceIntervals_calc.xls ). 

http://www.itep.ws/pdf/CWA15044/BinaryConfidenceIntervals_calc.xls
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Width of confidence interval around the estimate (%) for a 
sample of test targets varying between 10 and 450
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Figure 2: Confidence interval width (as a percentage of the estimate) at a 95% 
confidence level for samples with number of test targets varying between 10 and 450, 
and an estimated neutralisation capacity varying between 50 and 100 %.   
 

 
Note that confidence interval calculations assume you have a genuine random sample 
of the relevant population. If your sample is not truly random, you cannot rely on the 
intervals [9].  
 

 
The CWA 15044 recommends to use the 95% confidence level (5% level of 
significance) and to calculate confidence intervals for the neutralisation percentage 
according to the Clopper-Pearson or Exact Method. The Workshop which drafted the 
CWA 15044 further agreed that a number of 50 test targets would provide a 
satisfactory confidence interval around the obtained estimate at an acceptable trial 
cost.  
 
The graph in Figure 3 shows that when only 10 mine targets are used and a 
neutralisation percentage of 80% is obtained, we can be 95% sure that the actual 
capability of the machine for the tested conditions (soil type, mine burial depth) is 
somewhere between 44% and 79%. With 50 mine targets used we can be 95% sure 
that the actual capability of the machine for the tested conditions is somewhere 
between 66% and 90% (For calculation details see 
http://www.itep.ws/pdf/CWA15044/BinaryConfidenceIntervals_calc.xls ). 

http://www.itep.ws/pdf/CWA15044/BinaryConfidenceIntervals_calc.xls
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 Confidence interval around the neutralisation percentage estimate for test lanes with a 
varying number of test targets 
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Figure 3: Confidence interval width at a 95% confidence level for test lanes with a 
varying number of test targets.  
 
Note that for the hypothetical case that the neutralization percentages obtained for all 
conditions tested (3 soil types x 3 test target burial depths) were not significantly 
different the neutralization data could be pooled which would result in a sample of 
450 test targets and hence an even more reliable estimate of the mine neutralization 
capability for the tested machine. For the previous example this would mean that you 
could be 95% sure that the actual capability of the machine would be somewhere 
between 76% and 84%. 
 

2.3. Hypothesis testing 
 
An important aspect of using statistical methods to estimate population parameters is 
that there exist standard statistical procedures to test hypotheses about the population 
parameters being estimated. In hypothesis testing one decides whether the data show 
a “real” effect or could have happened by change, i.e. are purely due to the sampling 
error [15]. 
 
A statistical hypothesis is an assumption about a population parameter. This 
assumption may or may not be true. If the sample data (observations) are consistent 
with the statistical hypothesis, the hypothesis is accepted; if not, it is rejected. There 
are two types of statistical hypotheses [15, 16]: 
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- Null hypothesis, H0. The null hypothesis is usually the hypothesis that sample 
observations result purely from chance, i.e. there is no “real effect” in the 
population and the effect in the sample data is just due to the sampling error 
(chance).  

- Alternative hypothesis, H1. The alternative hypothesis is the hypothesis that 
sample observations are influenced by some non-random cause, i.e. a variable. 
Hence, the effect observed in the sample reflects a real effect in the population.  

 

 
For the CWA 15044 case a possible H0 could for instance be that the machine 
performs equally well in sand and topsoil for flush buried mines while the 
corresponding alternative hypothesis H1 would be that the machine performance for 
flush buried mines is different in sand and topsoil. Another possible H0 could be that 
machine A performs equally well as machine B for flush buried mines in sand while 
the corresponding H1 would be that the machines perform differently. 
 

 
In hypothesis testing the following logistic is followed [15]: 
- State the hypotheses. This involves stating the null (H0) and alternative (H1) 

hypotheses. The hypotheses are stated in such a way that they are mutually 
exclusive. That is, if one is true, the other must be false.  

- Assume the H0 is true. 
- Calculate the probability of getting the results observed in your data if the H0 were 

true.  
- If that probability is low (for instance lower than 5%), then reject the H0. 
- If H0 is rejected, that leaves only the H1. 

In hypothesis testing, to calculate the probability that the effect observed in the data 
would happen by chance if the H0 were true, a single test statistic is calculated and 
evaluated. For hypothesis testing of a binomially distributed statistic, such as a 
proportion (percentage), the Chi-Square test is used [15]. The Chi-Square test is 
based on the Chi-Square test statistic (χ2) and investigates whether the proportions 
of certain categories are different in different groups [18].  The Chi-Square test is 
either a One –Way Chi-Square test, (also called Test of Goodness of Fit) or a Two 
–Way Chi-Square test (also called Test of Independence). In a One-way Chi-
Square test, the observations are compared to a population for which the 
characteristics are known, while in a Two-Way Chi-Square test the frequencies of 
occurrence in two or more categories between two or more groups is compared. In 
order to calculate the Chi-Square test statistic, the observed proportion data are 
presented in a table, called a contingency table. 
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For CWA 15044 hypothesis testing a Two –Way Chi-Square test is used because the 
proportions of life and neutralised mines are compared for two or more groups. The 
latter groups can for example be: 
- two different machines processing flush buried test targets in sand, or 
- one single machine processing flush buried targets in sand and gravel, or 
- one single machine processing test targets buried in sand at three different depths,
- etc.  
The contingency tables that can be constructed for the given examples are as follows: 
 
(a) 

 
Flush buried targets, 

sand 

 

 M1 M2  

Neutr. 48 40 88 
Life 2 10 12 

 50 50 100  

(b) 

 
M1, 

flush buried targets 

 

 sand gravel  

Neutr. 48 46 94 
Life 2 4 6 

 50 50 100  

(c) 
M1, sand,   

 targets buried at 
 0 cm 

targets buried at 
10 cm 

Targets buried at 
20 cm 

 

Neutr. 48 47 39 133 
Life 2 3 11 17 

 50 50 50 150  

 
The calculation of the Chi-Square Test statistic (χ2) is based on the comparison of 
observed and expected values. In a Two-Way Chi-Square test, it is unknown how the 
distribution of the data over the different categories should be like. Rather, the 
expected values are calculated based on the observed values (table row totals, table 
column totals and table total) and the sum of the differences between the calculated 
expected values and the observed values, is then used to calculate the Chi-Square test 
statistic. 
 
More information on the χ2 test statistic and its calculation can be found in [17], [21], 
[22], [23], [24]. The below paragraphs illustrate the calculation for the CWA 15044 
examples given above. 
 

 
The first step in calculating the χ2 test statistic is generating the expected value (E) for 
each cell of the table which contains the observed data. The expected value for each 
cell of the table (Eij) is then calculated using the following formula: 
 

Row total x Column total / Table total 
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Expected values for each cell of the example tables are given below in parenthesis and 
italics. 
 
(a) 

 
Flush buried targets, 

sand 

 

 M1 M2  

Neutr. 48 (44) 40 (44) 88 
Life 2 (6) 10 (6) 12 

 50 50 100  

(b) 

 
M1, 

flush buried targets 

 

 sand gravel  

Neutr. 48 (47) 46 (47) 94 
Life 2 (3) 4 (3) 6 

 50 50 100  

(c) 
M1, sand,   

 targets buried at 
 0 cm 

targets buried at 
10 cm 

Targets buried at 
20 cm 

 

Neutr. 48 (45) 47 (45) 39 (45) 133 
Life 2 (5) 3 (5) 11 (5) 17 

 50 50 50 150  

 
The next step is to calculate the χ2 test statistic which incorporates the differences 
between the expected value (Eij) and the observed value (Oij) of each  cell according 
to the following formula: 

 

 

Table (a):  
χ2 = 4.64 

 

Table (b): 
χ2 = 0.71 

 
Table (c): 

χ2 = 10.21 

 
Note that according to Chi-Square theory, the application of Yates’ correction is 
recommended when calculating the χ2 test statistic for two by two tables with one or 
more cells with frequencies less than five. Some apply the correction to all two by two 
tables. Yates' correction is an arbitrary, conservative adjustment [24]. The latter 
means that the correction will make it more difficult to establish differences, i.e. the 
observed differences will have to be greater for the test to indicate that the null 
hypothesis should be rejected. In the corrected χ2 each (O-E) absolute value is 
deduced by 0.5. All other calculations remain the same. 
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In CWA 15044 hypothesis testing two by two contingency tables containing cells 
with less than five frequently occur, and hence Yates’ correction should be applied. 

Table (a):  
χ2 corrected= 6.06 

Table (b): 
χ2 corrected= 0.18 

 

In hypothesis testing the value of the calculated test statistics is then compared to a 
threshold value, also called the critical value. The critical value for any hypothesis 
test depends on the significance level (α) at which the test is carried out, and whether 
the test is one-sided or two-sided.  

The Chi-Square test evaluates if the χ2 value obtained from the observed data is a 
likely value to obtain for a variable which follows the Chi-Square distribution and for 
a certain level of significance, i.e. it is compared to a critical value which determines 
the limit between 1) the range of values that are likely to be obtained (region of 
acceptance) assuming the null hypothesis is true and 2) the range of values which are 
unlikely to obtain (region of rejection) assuming the null hypothesis is true. If the test 
statistic falls within the region of acceptance, the null hypothesis is accepted. On the 
other hand, if the χ2 value obtained from the observed data falls within the range of 
rejection the null hypothesis H0 is rejected and the alternative hypothesis H1 is 
accepted. The region of acceptance (and hence the critical value) is determined so that 
the chance of rejecting the null hypothesis when it is true is equal to the significance 
level α. The significance level α is related to the confidence level chosen by the user 
according to the following formula: confidence level (%) = (1- α ) x 100. Hence a 
confidence level of 95% chosen by the user implies the use of a 0.05 significance 
level in a hypothesis test.  

 

For the CWA 15044 case the critical value of the Chi-Square distribution is 
determined so that the probability of accepting the null hypothesis when it is true is 
95% (confidence level = 95%) and the chance of rejecting the null hypothesis when it 
is true is 5% (significance level α = 0.05). For the examples given above this means 
that when we the reject the null hypothesis and therefore conclude that: (a) the two 
tested machines have a different performance when clearing flush buried mines in 
sand, (b) the machine performs differently when clearing flush buried mines in sand 
and gravel, (c) the machine performs differently clearing mines in sand depending on 
the burial depth, then there is a 5% change that the conclusion we have drawn is 
wrong. 

 

 
The Chi-Square distribution is a mathematical distribution of which the shape is 
determined by the number of degrees of freedom df [25]. Hence, the critical value to 
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which the calculated value of the test statistic is compared also depends on the 
degrees of freedom of the Chi-Square distribution. The degrees of freedom (df) 
amounts to the number of independent pieces of information that go into the estimate 
of a parameter. In general, the degrees of freedom of an estimate is equal to the 
number of independent scores that go into the estimate minus the number of 
parameters estimated as intermediate steps in the estimation of the parameter itself 
[26]. A simple rule for a test comparing the frequencies of occurrence in two or more 
categories between two or more groups is that the degrees of freedom equal (number 
of columns minus one) x (number of rows minus one) not counting the rows or 
columns for the totals.  
 
When the degrees of freedom are known, then the critical values of the Chi-Square 
distribution for different significance levels can be determined from critical value 
tables available on the web (example at [29]) or from the corresponding spreadsheet 
function4 
 
In hypothesis testing the usual null hypothesis is that there is no difference between 
the populations from which the data come. If the null hypothesis is not true the 
alternative hypothesis must be true, i.e. there is a difference. Since the null hypothesis 
specifies no direction for the difference nor does the alternative hypothesis, it is 
considered a two- sided test. In a one-sided test the alternative hypothesis does 
specify a direction - for example, in medicine that an active treatment is better than a 
placebo [19]. If a two-sided test is executed the region of acceptance is delineated by 
two critical values. When the obtained value of the test statistic is greater than the 
upper critical value or less than the lower critical value, the null hypothesis is rejected. 
For a one-sided test, the region of acceptance is delineated by one critical value only.  
 
Two sided tests should be used unless there is a very good reason for doing otherwise. 
If one sided tests are to be used, the direction of the test must be specified in advance, 
i.e. before collecting any data [19], [20]. A one-sided test is appropriate when you can 
state with certainty (and before collecting any data) that there either will be no 
difference or that the difference will go in a direction you can specify in advance. If 
you cannot specify the direction of any difference before collecting data, then a two-
sided test is more appropriate [20].  
 

 
For CWA 15044 hypothesis testing a two-sided test is the better choice because we 
can usually not state with certainty before collecting any data that for instance one 
particular machine will le better than the other to neutralise test targets, or that a 
particular machine will be better at neutralising test targets in sand than in topsoil, etc. 
A one-sided test might be appropriate, for instance, when an upgrade of a machine is 
compared to the previous version and one can state with certainty that the machine 
will not be worse at clearing test targets but equal or better than the previous version. 
 

                                                 
4 In ExCel: CHIINV(α,df) 



 

 
International Test and Evaluation 

Program 
for Humanitarian Demining 

 
Page 15 

Drafted by F.Borry, ITEP Secretariat 
First version, 21/01/2010 

 
When a two-sided Chi-Square test is carried out at a significance level of 5 % (α = 
0.05), the obtained value for the Chi-Square statistic is compared to the two critical 
values corresponding to α/2 = 0.025 and 1-α/2=0.975 When the test statistic’s value 
is greater than the upper critical value (corresponding to α/2 = 0.025) or less than the 
lower critical value (corresponding to 1-α/2=0.975), the null hypothesis is rejected. 
When a one-sided Chi-Square test is carried out at a significance level of 5 % (α = 
0.05), the obtained value for the Chi-Square statistic is compared to the upper critical 
value corresponding to α = 0.05. When the test statistic’s value is greater than this 
upper critical value the null hypothesis is rejected [29] 
 
 

For the CWA 15044 examples given above we consider 1) a two-sided test, i.e. the 
null hypothesis is that the performances of the machine(s) are not different while the 
alternative hypothesis is that they are different and 2) a level of significance of 0.05. 
The critical values are as follows (read from the tables in [29]) 
(a) 
df=1 
upper critical value α/2 = 0.025 = 5.024 
lower critical value 1-α/2= .975 = 0.001 

(a) 
df=1 
upper critical value α/2 = 0.025 = 5.024 
lower critical value 1-α/2=0.975 = 0.001 

 (c) 
df=2 
upper critical value α/2 = 0.025 = 7.378 
lower critical value 1-α/2=0.975 = 0.051 
 
 
The results of the tests can be interpreted as follows: 
 
(a) 
χ2 corrected= 6.06 > 5.024 
Reject H0 

Accept H1 

The tested machines perform 
differently for flush buried mines in 
sand 
 

(b) 
χ2 corrected= 0.18 < 5.024 
χ2 corrected= 0.18 > 0.001 
Accept H0 

The machine performs equally well in sand 
and gravel for flush buried mines 

(c) 
χ2 = 10.21 > 7.378 
Reject H0 

Accept H1 

The performance of the machines for flush buried mines is dependent on the target 
burial depth 
 

 
The above calculations illustrated with a CWA 15044 data set, can be done on any 
data set provided that a sufficiently large sample size is assumed. There is no 
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accepted cutoff. Some set the minimum sample size at 50, while others would allow 
as few as 20. Note that Chi-square must be calculated on actual count data (not 
substituting percentages) and adequate cell sizes are also assumed. Some require cell 
sizes of 5 or more and others require 10 or more. Use of the Chi-Square test, however, 
is inappropriate if any frequency is below 1 or if the frequency is less than 5 in more 
than 20% of your cells. In the two by two case of the Chi-Square test of 
independence, expected frequencies less than 5 are usually considered acceptable if 
Yates' correction is employed [24]. The calculator given at [24] allows for the 
interactive calculation of the Chi-Square test statistic and indicates if the Chi-Square 
statistic is appropriate for the given data set. 
 

 
The curve in Figure 5 of the CWA 15044 summarises the significance calculations for 
differences between two samples, with each sample containing 50 test targets. The 
curve indicates the cut-off point for which the difference in neutralisation percentage 
observed during the tests can be viewed as a significant difference from a statistical 
point of view. Annex 1 provides additional details on the assumptions used to obtain  
The curve in Figure 5 of the CWA 15044 and the alternative assumptions and hence 
calculations that could be used. It further illustrates the effect of the different 
assumptions on the trial conclusions with some practical examples. 
Note that from a pure statistical point of view CWA 15044 figure 5 allows us to 
conclude that machine performances are different but we cannot state that one 
machine performs better than the other.  
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4. Annex 1: statistical approaches to obtain the 
observed neutralisation fraction at which observed 
differences in neutralisation percentage become 
statistically significant 

The graph in Figure 5 of the CWA 15044 showing when the observed differences in 
CWA 15044 performance test runs are considered statistically different are based on 
the statistical principles explained in the main body of this LL. The formulas used 
were those for a One-sided Chi-Square test and without Yates’ correction.  

If statistical theory is applied correctly to the CWA 15044 performance test a Two-
sided Chi-Square test is probably the better choice and a Yates’ correction could be 
applied (see main body of the text for further explanation). 

This annex shows the different conclusions one would draw when using the different 
approaches (One-sided Chi-Squared test without Yates’ correction, Two-sided Chi-
Squared test without Yates’ correction, One-sided Chi-Squared test with Yates’ 
correction and Two-sided Chi-Squared test with Yates’ correction). It is clear from the 
below that the graph included in the CWA 15044 is the least conservative one, i.e. 
smaller differences in neutralisation percentage are considered statistically different. 
Based on the graphs and explanation in this LL document, users should be able to 
choose the best approach for their purposes. 

4.1. Graphs 
The calculations for the below graphs are available at 
http://www.itep.ws/pdf/CWA15044/Statistics_CWA15044.xls  
 
Approach 1, One-sided Chi-Squared test without Yates’ correction 

To be used for full data sets only (both test runs with 50 targets)
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http://www.itep.ws/pdf/CWA15044/Statistics_CWA15044.xls
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Example: for two test runs, each using a test lane with 50 test targets, and for one of 
the test runs showing all 50 targets neutralised the other test run needs to leave more 
than 3 test targets life (less than 47 neutralised) for the observed difference to be 
statistically different.  
 
 
Approach 2, Two-sided Chi-Squared test without Yates’ correction 

To be used for full data sets only (both test runs with 50 targets)
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Example: for two test runs, each using a test lane with 50 test targets, and for one of 
the test runs showing all 50 targets neutralised the other test run needs to leave more 
than 4 test targets life (less than 46 neutralised) for the observed difference to be 
statistically different. 
 
Approach 3, One-sided Chi-Squared test with Yates’ correction 
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To be used for full data sets only (both test runs with 50 targets)
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Example: for two test runs, each using a test lane with 50 test targets, and for one of 
the test runs showing all 50 targets neutralised the other test run needs to leave more 
than 5 test targets life (less than 45 neutralised) for the observed difference to be 
statistically different. 
 
Approach 4, Two-sided Chi-Squared test with Yates’ correction 

To be used for full data sets only (both test runs with 50 targets)
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Example: for two test runs, each using a test lane with 50 test targets, and for one of 
the test runs showing all 50 targets neutralised the other test run needs to leave more 
than 6 test targets life (less than 44 neutralised) for the observed difference to be 
statistically different. 



 

 
International Test and Evaluation 

Program 
for Humanitarian Demining 

 
Page 23 

Drafted by F.Borry, ITEP Secretariat 
First version, 21/01/2010 

4.2. Application of the different statistical approaches to 
CWA 15044 performance test data 

 

4.2.1. CWA 15044 performance test results for the Mini 
MineWolf flail and tiller tools  

Data taken from test report (ITEP Project 3.2.44, 2007) 
http://www.itep.ws/pdf/FinalReportMiniMineWolf2007.pdf  
 
 Mini MineWolf flail Mini MineWolf tiller 
 Sand Gravel Topsoil Sand Gravel Topsoil 
Flush 50/50 50/50 49/50 47/50 50/50 50/50 
10 cm 50/50 49/50 50/50 48/50 49/50 49/50 
15 cm 50/50 50/50 50/50 49/50 50/50 50/50 
 
Using the graph corresponding to approach 1 and the data in the above table it can be 
concluded that there are no significant differences in flail performance for the 
different soils and the different burial depths, i.e. the flail works as well in sand, 
gravel and topsoil and for mines buried at different depths up to 15 cm. The same can 
be stated for the tiller performance. Furthermore, the data also show that there is no 
significant difference in mine target neutralisation performance between the flail and 
tiller for all conditions tested.  
 
The above conclusion implies that the estimated AP mine target neutralisation 
performance for the flail as well as for the tiller can be calculated using a sample of 
450 test targets instead of a sample of 50 test targets producing a smaller confidence 
interval on the estimate and hence a more reliable estimate of the neutralisation 
percentage. 
 

Mini MineWolf flail Mini MineWolf tiller 

Neutralisation 
performance 

448/450 
95% sure that the real 
neutralisation percentage of 
the Mini MineWolf flail lies 
between 98.4% and 99.9%  

442/450 
95% sure that the real neutralisation 
percentage of the Mini MineWolf 
tiller lies between 96.5% and 99.2% 
(see confidence limit table) 
 

(For details on the confidence interval limits see main body of the LL) 

4.2.2. CWA 15044 performance test results for the Bozena-4 
flail and Bozena-5 flail  

Data taken from test reports Bozena-4 flail (ITEP Project 3.2.22, 2004) 
http://www.suffield.drdc-rddc.gc.ca/reports/English/DRDC_Suffield_TR_2005-
138.pdf  and Bozena-5 flail (ITEP Project 3.2.33, 2006) 
http://www.itep.ws/pdf/Bozena5_DRDC_2007.pdf   
 

http://www.itep.ws/pdf/FinalReportMiniMineWolf2007.pdf
http://www.suffield.drdc-rddc.gc.ca/reports/English/DRDC_Suffield_TR_2005-138.pdf
http://www.suffield.drdc-rddc.gc.ca/reports/English/DRDC_Suffield_TR_2005-138.pdf
http://www.itep.ws/pdf/Bozena5_DRDC_2007.pdf
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 Bozena-4 flail Bozena-5 flail5 
 Sand Gravel Topsoil Sand Gravel Topsoil 
Flush 47/50 46/50 49/50 49/49 47/50 45/47 
10 cm 48/50 47/50 48/50 50/50 48/50 49/50 
15 cm 46/50 46/50 47/50 50/50 49/50 42/46 
 
Using the graph corresponding to approach 16 and the data in the above table it can be 
concluded that the Bozena-4 flail as well as the Bozena-5 flail work as well in sand, 
gravel and topsoil for all mine burial depths up to 15 cm.  When looking at the 
difference in performance between the Bozena-4 and Bozena-5 flail the only 
performance difference observed which is statistically different according to approach 
1 is for test targets buried at 15 cm depth in sand. All other differences are not 
statistically significant.  
 

Bozena-4 flail Bozena-5 flail 
424/450  
95% sure that the real 
neutralisation percentage of 
the Bozena-4 flail lies 
between 91.6% and 96.2 %  

429/442 
95% sure that the real neutralisation 
percentage of the Bozena-5 flail lies 
between 95% and 98.4%  
 

Bozena-4 flail, sand, mines 
buried at 15 cm 

Bozena-5 flail, sand, mines buried at 
15 cm 

Neutralisation 
performance 

46/50  
95% sure that the real 
neutralisation percentage of 
the Bozena-4 flail lies 
between 80.8% and 97.8%  

50/50  
95% sure that the real neutralisation 
percentage of the Bozena-4 flail lies 
between 92.9% and 100%  

(For details on the confidence interval limits see main body of the LL) 
 
However, using the other approaches the observed difference for mines buried at 15 
cm depth in sand is not statistically different. The conclusion would therefore be that 
the Bozena-4 and Bozena-5 flail do not perform differently for all condition tested. 

4.2.3. Comparing CWA 15044 performance test results for the 
Bozena flails and the Mini MineWolf flail  

 
 
 Mini MineWolf flail Bozena-4 flail 
 Sand Gravel Topsoil Sand Gravel Topsoil 
Flush 50/50 50/50 49/50 47/50 46/50 49/50 

                                                 
5 Note that one or several test targets could not be recovered after the tests. It is therefore not known if 
it/they had been neutralized and hence it/they have been eliminated from the dataset in this example. In 
the test report, however, the missing targets were listed as life. 
6 The graph was used for the Bozena-4 flail but for the Bozena-5 flail the Chi-Square calculator at 
http://people.ku.edu/~preacher/chisq/chisq.htm was used as the data set is not complete, i.e. the total 
number of test targets was less than 50 for some of the test runs. 

http://people.ku.edu/%7Epreacher/chisq/chisq.htm
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10 cm 50/50 49/50 50/50 48/50 47/50 48/50 
15 cm 50/50 50/50 50/50 46/50 46/50 47/50 
 
Using the graph corresponding to approach 1 and the above data it can be concluded 
that the observed differences in performance are statistically significant for flush 
buried targets in gravel, and for targets at 15 cm depth in sand and gravel. However, 
when the other approaches are used the latter differences are not considered to be 
significant. 
 
 Mini MineWolf flail Bozena-5 flail7 
 Sand Sand Sand Sand Gravel Topsoil 
Flush 50/50 50/50 49/50 49/49 47/50 45/47 
10 cm 50/50 49/50 50/50 50/50 48/50 49/50 
15 cm 50/50 50/50 50/50 50/50 49/50 42/46 
 
Using the graph corresponding to approach 1 it can be concluded from the above data 
that the only observed performance difference which is statistically significant is the 
one for targets buried at 15 cm depth in topsoil. This difference becomes not 
significant however if the other approaches are used. 
 
 
 

 

 

 

  

                                                 
7 Note that one or several test targets could not be recovered after the tests. It is therefore not known if 
it/they had been neutralized and hence it/they have been eliminated from the dataset in this example. In 
the test report, however, the missing targets were listed as life. 
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